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Summary 
In this paper alternative non-parametric forecasting techniques are analysed, 
making emphasis in the difference between the reconstruction and the learning 
approach. The first one is based on Takens Theorem that recovers unknown 
dynamic properties of the system; it is appropriate in deterministic systems. The 
second one is a powerful instrument in noisy systems. These techniques are 
applied to the forecasting of Spanish unemployment and the Industrial Production 
Index using one-to-one forecasting and comparing the results with the one 
obtained using nonlinear models, specifically TAR model.  
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Forecasting in Economics 
 
One of the main purposes of science is forecasting, that is, the knowledge of future 
evolution of analysed variables. Models, which constitute simplified depictions of 
reality, are usually used to make predictions. In Economics, we use the data from 
time series to get knowledge about the model which can generate the observed 
behaviour, and after that, we use the model to make forecasting. In traditional time 
series analysis, a common approach involves linear models which conceive time 
series as outcomes of a linear stochastic process. The “forecasting paradox” is a 
common feature of these models, in the sense that we do not usually get good 
forecasting in spite the goodness of fit.  
 
Nowadays, we can speak about three different approaches in the analysis and 
forecasting of time series. Reconstruction methodology is very useful if we are 
dealing with a low dimensional deterministic system, because we are recovering 
the topology and the dynamic of the original unknown system, so the 
reconstructed system will probably allow us to make better forecasting than those 
achieved with traditional techniques. On the other hand, if we are working with a 
complex system (of high dimension or with a high level of noise) it seems 
unquestionable nowadays the effectiveness achieved in forecasting shown by the 
learning approach based upon neural networks. However, we can not forget the 
impulse experimented by nonlinear modelling after the re-discovering of chaos 
theory and the property of sensible dependence of initial conditions, which allows 
complex behaviour in simple deterministic systems.  
 
Thus, we can speak about: 
• The comprehension approach, by means of reconstruction theorem, which is 

suitable when the unknown underlying system has a low dimension because, 
in this case, the rebuilt surface is simple enough to be fitted quite 
approximately and hence we will be able to use the reconstruction for the task 
of prediction.  

• The learning approach, by virtue of neural networks, which it is more 
adequate when the sistem is not simple enough to be reconstructed.  

• The nonlinear models, which applying parametric techniques of fitting 
(nonlinear) functions to data. 

 
The first and the second are forecasting techniques inside which what some 
authors call non-parametric forecasting because no data generator model is 
established a priori. Nieto de Alba (Nieto de Alba, 1998) states that the key idea 
which makes a difference between “chaotic econometrics” and “standard 
econometrics” is the existence of inference techniques which do not rely on the 
knowledge of a data generator model, it is nothing else but non-parametric 
inference. In this paper, we are trying to analyse the behaviour of these techniques 
in economic time series, and compare the results obtained applying nonlinear 
modelling. 
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First in this paper we are going to briefly describe the methods we are going to use 
and latter we will use them to forecast Spanish unemployment evolution. 
 
 
 

The problem of prediction 
 
Casdagli (Casdagli, 1989) works with the problem of nonlinear forecasting as it 
was an “inverse problem” within the theory of dynamic sytems. The usual 
problem in this field is, having knoledge of the model, to describe its evolution as 
time passes by; the inverse problem consists of given the evolution of the system, 
stated by collected data, building a model which may have generated them. If we 
set up a mapping, usually nonlinear, which may have generated those data set, we 
might have a predictive model. 
 
To identify this mapping, we generally split up data in two groups; the first group, 
containing the training data, is used to make an interpolation or approximation to 
the unknown mapping and the second group is used to evaluate the goodness of fit 
in terms of the prediction errors. 
 
Let : m mf R R→  a smooth mapping which owns an strange atractor Λ with a 

natural invariant ergodic measure, so ( )x f xn
n= 0  1 ≤ < ∞n , is a typical 

sequence of iterations inside of the atractor. An inverse problem tries to build a 
smooth mapping : m mf R R∞ →%  so that ( )x f x nn n+ ∞= ≤ < ∞1 1~ , . Since these 
points are dense in the atractor and the mapping is smooth, there exists a unique 
solution to the inverse problem, and hence this mapping is a perfect predictive 
model inside the strange atractor. 
 
When we have a finite number of iterations x n Nn , 1 ≤ ≤ , our problem consists 

in locate a smooth mapping : m m
Nf R R→%  such that 

( )1 1 1n N nx f x , n N+ = ≤ ≤ −% . If m = 1 we can pick up whatever smooth 

mapping whose graphic intercepts the points ( )1 1 1n nx ,x , n N+ ≤ ≤ − . This 
mapping would be our predictor mapping. In order to select the best predictor 
mapping, we use the prediction error or cost function of 

~f N . 
 
To verify the predictor mapping working with real data, data set is split up in two 
groups: the training data to fit the predictor mapping and the verification data to 
test the achieved predictor mapping. 
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Forecasting techniques in the comprehension 
approach by the reconstruction of the space 
state. Local methods 
 
This techniques are based in the Takens Reconstruction Theorem, which basic 
ideas we are going to expose. We suppose that the evolution of our dynamic 
system is consequence of the dynamic of a continuous mapping F which sets a 
relationship between the present and the future state of the system, that is, 

( )1n nx F x −= . So we want to estimate F̂  using the data from the time series. But 
these data are not directly the different states of the underlying system, but their 
measurements using an unknown mapping h. This is the reason why the Takens 
Reconstruction Theorem is neccesary, in order to work with a reconstructed 
system that keeps the dynamic of the original. Takens stated that, under certain 
conditions, there is a dipheomorphism between original dynamics of the unknown 
dynamic system (F) and dynamics of the reconstructed system ( Ψ ). So that the 
the forecasting problem is to find Nψ̂  such that 
 

( ) ( )( )ˆ1 1m N ma t a t t N m+ = ψ ≤ ≤ −  
 
where ( ) ( ) ( ) ( )( )( )1ma t x t ,x t ,...,x t m= − τ − − τ  are called m-histories, being m 

the embedding dimension. For embedding dimension greater than one, we will 
consider orthogonal projections ˆ : 1,...,m

i N R R i mπ ψ → =  to get the predicted 
value. That is (Wan, 1994), theorically, there is a nonlinear autoregression of the 
kind 
 

( ) ( )( )ττ−+τ+ = nmnmn xxfx ,...,1  
 
So we try to estimate this f% . To test if our prediction is good, we compute the 
predictor error starting with a low embedding dimension and repeat calculations 
until that we achieve an error level small enough. At last, we must realise that 
there are various interpolation techniques, we will choose the one who gives us the 
lowest error but do not increase the required calculations. 
 
We are going to apply near neighbours methods to get this estimation (see Loren, 
1963, Farmer and Sidorowich, 1987 and 1998 and Kantz and Schreiber, 1994). 
These methods are used when the observed dynamic is so complex so as to fit a 
local predictor function. Local models can be seen like the linearization of the 
lobal nonlinear dynamic considering points of the neighbourhood of the one we 
want to forecast. To forecast ( )x t T+  using near neighbours method, we first 
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impose a metric in the state space that is denoted by ⋅  and then we locate a 

number k of m-histories, the closest to ( )ma t , that is, k m-histories ( )ma t'  for 

tt <'  with the lowest distance ( ) ( )m ma t a t'− . Then a local predictor is built, 
taking every neighbour m-history as a point in the origin set, and the respective 

( )x t' T+  as a point in the image set. We look for a a mapping that fits the k points 

( ) ( )( )ma t' ,x t' T+ . The simplest approach is to consider only the closest 

neighbour. In this particular case, ( ) ( )x̂ t T x t' T+ = + . In the general case, a 
linear mapping (arithmetic mean, weighted mean, linear regression) is fitted to the 
points ( ) ( )( )m ma t' ,a t' T+  by minimum square errors. This polinomy will be the 
predictor mapping.  
 
 
 

Forecasting by learning with neural networks. 
Global methods 
 
When the system is high-dimensional or noisy, the reconstruction approach do not 
provide good forecasts, and the learning approach with neural networks is more 
suitable because, due to its generality, a neural network can replicate whatever 
nonlinear mapping behaviour. Neural networks (see, for example, Nychka et al., 
1992, Jungeilges, 1996 and White, 1989) are a kind of non-linear models inspired 
in the brain’s neural architecture. They were developed in field of Artificial 
Intelligence as an attempt of modelling the learning ability of biological systems 
by brain’s structure reproduction. Neural networks illustrate the idea of 
understanding the learning process as a recursive statistical process. They are 
input-output models because from an input vector x, the neural network generates 
an output vector ( )y g x= , where the mapping g is determined by neural 
structure. Neural networks are then global methods, because they try to find an 
estimation of the function that governs the global dynamics of the system. 
 
Similar to the techniques analysed in the previous section, neural networks make 
an effort to solve the so-called “inverse problem” of fitting a non-linear mapping 
using the successive values of an observed time series. We can sign out two major 
advantages of these techniques respect to comprehension techniques: 
 

• Recent developments in neural networks literature give support to the 
theoretical backgrounds about the universality of feedforward networks, 
which will be defined later, to approximate mappings because 
feedforward neural networks with an arbitrary number of neurons can 
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approximate both uniformly continuous function and the derivative of an 
arbitrary function. 

• When fitting, the number of parameters increases linearly with the order 
of approximation, whereas in most of the models the growth of 
parameters with the order of approximation is exponential. 

 
A neural network is an interconnected structure, composed by different layers; 
each layer has a number of neurons connected with neurons in the next layer, so 
that each neuron in a layer feeds every neuron in the next layer. Every neuron 
generates an output according to a mapping, called activation mapping, which is a 
weighted linear combination of the inputs received from neurons in the former 
layer. These weights are fitted with respect to a specified learning algorithm which 
tries to minimize the errors, discrepancy between the input vector and the output 
of the network, computed in an objective function. 
 
The simplest case is a neural network without hidden layers: it consists of an 
output unit which computes a weighted linear combination of d inputs: 

( ) ( )
1

t td
i i iout x== ω∑  where the superindex t denotes an specific patron, ( )t

ix  is the 
value of ith-esime patron input and iω  stands for the weight of the ith-esime input 
to produce the output. Given this relationship input-output, the main task of 
learning refers to find the way to change the weights so that the output generated 
by the neural network stands close to the desired output which is usually named 

( )target t . The proximity or discrepancy between both is expressed through a cost 

function, for instance the mean square error ( ) ( ) ( )( )2
targett t tE out= − . A learning 

algorithm is used to fit the weightns.  
 
The key feature of neural networks, responsible of their power and popularity, is 
the possibility of inserting within the architecture of the network, one or more 
non-linear hidden layers between the input and output layers. These non-linearities 
make possible the interaction among inputs and hence it is possible to fit 
mappings that are more complex. 
 
The simplest non-linear neural network consists of just one hidden layer and it is 
composed of the next components: 

• d inputs 
• inputs are connected to a non-linear hidden layer of units 
• hidden units are connected to the output linear unit 
• output and hidden units have adjustable biases b 
• weights can be positive, negative or null 

 
The answer of a single unit is called the activation value or simply activation. A 
common choice for the non-linear activation function of hidden units is a 
composition of two operators, the mapping trough an activation function of a 
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linear function. First, the incoming inputs to the hidden unit h are linearly 
connected and a bias hb  is added 
 

( ) ( )
1

t td
ih hi i hx b=ξ = ω +∑  

 
After this, the output is generated mapping ( )t

hξ  through a transference function or 
activation. Generally, the kind of activation functions most commonly used for 
practical purposes are sigmoidal functions which, in addition to its similarity in 
bold strokes to the biological behaviour of a neuron, generate, whatever the input 
may be, a bounded output. Moreover, sigmoidal functions are continuous and 
differentiable, which is more operational for empirical purposes. Logistic function 
is commonly used in practical applications: 
 

( )( ) ( )

1

1
t

h

t
h a

S
e− ξ

ξ =
−

 

 
where the slope a establishes the smoothness of the answer. 
 
When we try to fit the weights when the desired outputs of the hidden units are 
unknown, we make use of the chain rule to solve this problem. Weights are fitted 
giving small steps towards the direction signed out for a negative value of the 
gradient. The error of the weights between the hidden layer h and the output layer 
for a given patron is now (out(t)-target(t))x ( )( )' t

hS ξ . When we are dealing with 

weights not connected in a straight way with the output, the error is computed 
recursively in terms of the errors of the units which are directly connected to the 
hidden unit and the weights of these connections. 
 
Among the various types of neural networks, the most commonly used in the field 
of time series forecasting are feedforward neural networks. The network structure 
is given in Figure 1, where a scheme of a feedforward neural network with one 
hidden layer is shown. We will call this single-layer feedforward network 
(SLFFN). The input values are x1  y x2 . 
 
Inputs are collected in the two input units which just simply send the inputs to the 
hidden units iu . Every connection, signalled in the scheme with arrows, makes a 
linear mapping of inputs according to the intensity factor or weight. The output of 
the hidden unit consists in a non-linear mapping of the linearly mapped input 
according to an activation function. This activation function is the same for every 
unit, but each of them has its own bias 0iγ  which is equivalent to an external input 
or simply the intrinsic neural activity level. The activation function ( )uψ  is 
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generally a sigmoid1, with two asymptotes, ( )uψ  tends to 0 when u → −∞  and 
tends to1 when u → ∞ . 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Scheme of a SLFFN 
 
 
The outputs of the hidden layer go to the output layer where a linear mapping of 
the total input is undertaken. In a feedforward neural network, at instant t, with n 
inputs ( )1t ,t n,tx x ,...,x=  and q units in the hidden layer, the output of this network 
is 
 

( )0 0 ,
1 1

;
q n

t i i ij j t
i j

o x f x
= =

⎛ ⎞⎛ ⎞
⎜ ⎟⎜ ⎟= Φ β + β Ψ γ + γ ≡ θ

⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
∑ ∑  

 
where ( )0 1q q,..., , ,...,θ = β β γ γ  and ( )0j j jn,...,γ = γ γ  are the parameters to be 

fitted and functions Ψ  and Φ  (in the previous example Φ  was supposed to be 

Network Output 

Inputs 

Output Layer 

Hidden Layer 

Input Layer 

x1x2

u1 u2 u3
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the identity function) are known activation functions, ot can be considered a target 
estimator, ty  and tx  is the inputs vector.  
 
So, given a sequence of inputs ( )x k , the neural networks produces a sequence of 

outputs ( )( )O W ,x k , where W stands for the set of operating coefficients. These 
parameters are adjustable, so we speak about adaptative memory. This “learning 
ability” may improve forecasting, that is what we mean when we say that there is 
some learning ability. Mozer (Mozer, 1994) quoted that there are several 
algorithms which operate in that way; we point out “backforwarding algorithm” 
which is explained more thoroughly by Wan (Wan, 1994) and that basically gives 
small steps according to the parameter η, the learning rate, in the direction where 
the gradient f∇  decreases more quickly, that is subtracting the local gradient. The 
new weights so attained are expresses in terms of the previous ones according to 
the next expression: 
 

( ) ( )1t t t t t t t
ˆ ˆ ˆ ˆf x , y f x ,+

⎡ ⎤θ = θ + η∇ θ ⋅ − θ⎣ ⎦  

 
where ty  is the desired output. So the weights fitted are those which minimize the 
cost function, generally defined as the mean square error between the desired 
output and the net output using the weights.  
 
The proceeding with this is algorithm is as follows: let us suppose that we want to 
estimate ( )y k  in the time series, the known input in the neural network is 

( )1y k − , and the output is given by 
 

( ) ( )( )1ŷ k o y k= −  
 
In the training session, the square errors ( ) ( ) ( )( )22 ˆe k y k y k= −  are minimized 
according to “backforwarding algorithm”, knowing that both the input and the 
desired outcome, which we had denoted as ( )d k  are given by the training data. 
This is what is called open-loop learning because the network output is not an 
input itself.  
 
 
 

TAR model 
 
TAR model was enunciated by Tong [Tong, 1993] and has been used frequently in 
several different disciplines always associated with the existence of saturation 
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levels, which are known are thresholds. The basic idea behind this model is simply 
local approximation, that is, the introduction of differente regimes using these 
thresholds so that we can analyse a complex system desomposing it in different 
linear and simple systems. 
 
So the introduction of nonlinearity in this models is using local approximations, 
introducing different kind of behaviours depending on the belonging to different 
situations. Concretely, the simplest threshold autorregresive model distinguís two 
autorregresive regimes with one unique lag depending on the past values of the 
variable compared with the threshold value. Formally this model is: 
 

1 1
1 2 1 1
2 2
1 2 1 1

if threshold
if threshold

t t t
t

t t t

x x
x

x x
− −

− −

⎧β + β + ε <⎪= ⎨
β + β + ε ≥⎪⎩

 

 
where tε  are random shocks with usual behaviour. 
 
Note that this threshold model can be considered as an extended usual linear 
model, so that can be estimated using OLS.  
 
 
 

Application to Spanish economic time series 
forecasting 
 
We have selected two different cojunctural time series. The first one is the 
monthly evolution of Spanish unemplyment, data elaboreted by the INEM2, from 
January 1964 to March 2001, 447 observations. And the second one is the 
Industry Production Index from January 1975 to August 2004, 356 observations. 
Both time series have enaugh data to apply the prediction methods explained 
above. These techniques need that data must be stationary. In unemployment data 
we have taken logarithm and applied the Hodrick-Prescott filter to finally test the 
existence of unit roots. In this sense we use the usual Dickey-Fuller test and the 
Franses test to verify the existence of monthly unit roots. In IPI data after taken 
logarithm and taken unseasonal component, we applied the Hodrick-Prescott 
filter. The results are in Table 1 and Table 2. 
 
 

Dickey-Fuller test 
Unemployment -10,5414 ADF Statistic 
IPI -5,7618 

1% p-value -2,5703 
5% p-value -1,9402 
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10% p-value -1,616 
Table 1. Dickey-Fuller unit root test (tabulated by MacKinnon) 

 
Franses Test  

 Unemployment IPI 
Null Hypothesis t or F statistic Filter to apply t or F statistic 

1 0π =  -8,434395  -3.5110203* 

2 0π =  -2,422770 (1+L) -11.325054* 

3 4 0π = π =  9,425708   26.490689* 

5 6 0π = π =  7,032434   96.654696* 

7 8 0π = π =  7,899472   28.463917* 

9 10 0π = π =  12,14589   36.651973* 

11 12 0π = π =  7,622910   22.144383* 
Table 2. Franses Test of mensual stationarity 

 
 
We used the following methodology: we split the data in two sets, the first with 
350 observations and the second with 50 and we used the first set to find the 
neighbours in the second. Nevertheless, since in the first part we worked with one-
to-one predictions, we forecasted just one-step forward, once the value was 
predicted, the actual value joins the first group so that it can be used to find the 
neighbours in the next value. 
 
We have computed forecasting error for embedding dimensions from two to ten 
and for a different number of neighbours. The minimum error achieved will give 
us the adequate dimension to use in the forecasting and the number of neighbours 
to be used. 
 
We have taken into consideration a number of neighbours ranging from one to one 
hundred, and the embedding dimension ranging from one to ten. We found out 
that the mean square error was minimum for embedding dimensions from six to 
eight and smaller for an average number of neighbours. More precisely, the 
minimum for the mean square error as well as the minimum for the proportion of 
the mean square error respect to the variance, is achieved by an embedding 
dimension of seven with fifteen neighbours. Consequnetly we cannot talk of a 
global model and the presence of non-linearity is confirmed. 
 
The Table 3 shows the comparative results of the MSE for the best choice of the 
three methods with respect to the variance of the real series that is forecasted.  
 
 

  Unemployment IPI 
FORECASTING METHOD Embedding Number of MSE/var Embedding Number of MSE/var
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dimension neighbours dimension neighbours 
Mean 6 10 0,0652 2 10 0,1135 
Weighted mean 9 5 0,1243 6 5 0,3596 Comprehension 

approach 
Linear regression 9 20 0,0425 8 20 0,0196 

        
Learning approach 9  0.9749   - 
       
TAR model - - 0.2767 - - 0.1177 

Table 3. Minimum MSE/var of one-to-one predictions 
 

 
As we can see in the table above, the better predictions are achieved using liner 
regresion in the comprehension approach, followed by the estimation of TAR 
model. Nonetheless, in general the results are better using the reconstruction 
approach because of the good estimation of turning points. We show the 
forecasted and real time series in both cases using both methods in both time 
series. 
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Figure 2. Reconstruction methods. Unemployment time series 
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Figure 3. Reconstruction methods. IPI time series 

 
 
In both figures the real time series is in blue, the forecasted time series using mean 
is in red, the forecasted time series using weighted mean is in green and using 
linear regression is in blak.  
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Figure 4. TAR model estimation. Unemployment time series 
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Figure 5. TAR model estimation. IPI time series 

 
In both figures original time series is depicted in blue and forecasted values in red. 
We can see the goodness of the prediction, but we also note that the forecasted 
values seems to be lagged with respect the real ones. In other words, the model 
does not adjust the turning points. 
 
 

Conclusions 
 
Hence, we can conclude that, the analysis of the behaviour of the different 
techniques in the reconstruction approach shows that these techniques provide, in 
general, good predictions, except in the case of neural nets. The better results are 
achieved in both time series using reconstruction methods, particullarly the linear 
regression of twenty neighbours. In this sense, it is very important the captation of 
turning points one period before.   
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